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ABSTRACT

Letters of recommendation (LOR) are an important and widely used
evaluation criterion for hiring, university admissions, and many
other domains. Prior work has identified that gender stereotypes
can bias how recommenders describe female applicants compared
to male applicants in contexts such as faculty positions and under-
graduate research internships. For example, female applicants are
more likely to be described as communal (e.g., affectionate, warm)
while male applicants are more likely to be described as agentic
(e.g., confident, intellectual). In this paper, we investigate the extent
to which these differences in language affect readers’ impression
of applicant competitiveness and the efficacy of a mitigation strat-
egy: visual highlighting. Our findings suggest that simple changes
in visual salience through highlighting language more commonly
used to describe women can negatively affect readers’ evaluation of
candidates, while highlighting more language more commonly used
to describe men can reduce the effects of the bias.

1 INTRODUCTION

Letters of recommendation (LOR) are a commonly used evaluation
criterion for hiring, university admissions, and many other domains.
In the context of university admissions, recommendation letters are
only one part of diverse heterogeneous data that admissions commit-
tees use to inform decisions, among numerical test scores, academic
transcripts, and other documents. Many aspects of the admissions
process can be susceptible to bias, compromising the objectivity and
impartiality of the evaluation of applicants. We focus on recommen-
dation letters that, while providing insight on an applicant’s working
style, personality, and motivations, may be fraught with biased lan-
guage related to race [4] or gender [11] that can impact readers’
perceptions. For instance, a previous study demonstrated that recom-
mendation letters written on behalf of female applicants tend to more
frequently feature qualities such as affectionate and warm, whereas
male applicants are more likely to be portrayed as possessing traits
like confident and intellectual [20]. These differences in language
can affect reviewers’ perception of how competitive an applicant is.

Building on prior work indicating that visualization has potential
to heighten awareness of biases by revealing patterns [9], encourag-
ing exploration [31], incorporating uncertainty [18] and providing
alternative perspectives [27], we posit that visual highlighting may
help emphasize or de-emphasize gender biased language and
mitigate biased perceptions of applicant competitiveness in LOR.
We emphasize that a major driving force behind our work is that
we are not focusing on debiasing the letter writers. Some existing
approaches attempt to address this process, e.g., providing a text an-
alyzer to the letter writers that quantify gender bias in a letter [2,25].
Instead, we are shifting the agency of de-biasing onto the readers of
the letters, to provide novel mechanisms to mitigate the likelihood
that students are evaluated in a biased manner, even if the letters
composed on their behalf are fraught with biased language.
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We contribute results of a crowdsourced experiment with 560
participants that investigates the efficacy of visual highlighting to
emphasize or de-emphasize potentially biased language and reduce
the effects of gender bias in reviewing LOR. Our findings (1) con-
firm that biased language can have a negative impact on readers’
evaluations of candidates; (2) demonstrate that visual highlighting of
specific types of language in LOR has potential to influence evalua-
tion of candidates; and (3) indicate correlations between individuals’
implicit biases and their perceived competitiveness of candidates
who are described with more female-associated language. We found
that highlighting language more commonly associated with females
led to a negative effect on readers’ evaluation of candidates, while
highlighting language more often associated with males could re-
duce the effects of bias. While the visualization technique itself
is rudimentary, our findings indicate that changes to information
salience through visual highlighting can exacerbate or mitigate im-
plicit gender bias.

2 BACKGROUND

Bias in Admissions. The admissions procedure can be complex and
is susceptible to various forms of unconscious biases. For exam-
ple, the under-representation of women in the domain of computer
science is often perpetuated by gender-based discrimination during
the admissions process [23]. Prior research has investigated the
presence of implicit bias in recommendation letters by analyzing
collections of letters and revealed that LORs tend to favor male
candidates in aspects such as letter length (letters written for male
applicants tend to be longer) [29] and overall quality (female appli-
cants were significantly less likely than male applicants to receive
an excellent versus good letter based on letter tone) [11].

Characterizing Gender Bias in LOR. Researchers have applied
different methods to analyze gender bias in letters of recommenda-
tion such as qualitative content analysis [29, 34], word count-based
analysis [12, 20, 25], and natural language processing (NLP) tech-
niques [24]. Zhang, Neil, et al. applied a qualitative analysis on
LOR for applicants to a cardiology fellowship program and found
that underrepresented applicants were more likely to be described us-
ing communal language and doubt raising language (hedging, faint
praise, and negative language) [34]. Likewise, using the Linguistic
Inquiry and Word Count (LIWC) tool [7], researchers found that
women, compared to men, were described using more communal
language (e.g., kindness, sympathy) and less agentic language (e.g.,
aggressiveness, assertiveness). Similarly, Filippou et al. used LIWC
to characterize the vocabulary in recommendation letters and discov-
ered that male applicants were favored in terms of personal drive,
work, and power, even among candidates with equivalent qualifi-
cations [12]. Sarraf et al. utilized NLP techniques to extract the
sentiment, emotion, and implicit tones conveyed by letter writers
and found that LOR written on behalf of men exhibited consider-
ably stronger positive sentiment among female authors [24]. While
existing research has extensively analyzed gender bias in letters of
recommendation, it has focused primarily on analysis of written
content, rather than reader perception and has not yet considered
interventions to reduce biases in reader perception.

Bias Mitigation. Traditionally, organizations have relied on di-
versity, equity, and inclusion (DEI) training to promote fair and



impartial procedures [5]. However, DEI training is often found to
have minimal impact, e.g., w.r.t. augmenting the proportion of white
women, black women, and black men occupying managerial posi-
tions [19]. Recently, researchers have recognized the capacity of
visualization to expose potential biases in the admissions process by
depicting discrepancies in the distribution of applicants [28]. Other
recent efforts in the visualization community have developed tech-
niques to address biases [33] such as the attraction effect using high-
lighting and interaction [10]; and political and gender biases [32]
using techniques that encode previous interaction data e.g., in the
color of data points [22].

Implicit Association Test. The Implicit Association Test (IAT) is
a psychological assessment tool that measures implicit biases by
gauging the strength of automatic associations between concepts
and attributes [15]. The IAT has been applied across various do-
mains including gender [14], race [15], and sexual orientation [8] by
measuring reaction time to word and/or image pairs. For example,
Greenwald et al. conducted a study on racial biases and found many
participants were quicker to associate positive words with “white”
names than with “black” names, indicating implicit racial bias [15].

3 MATERIALS

In this section, we describe the core of the materials that will be
used throughout the forthcoming pilot studies and main experiment.

Gendered Language Dictionary. Based on previous work [20, 25,
30], we created a dictionary with five categories including Grind-
stone, Ability, Standout [25, 30], Agentic, and Communal [7, 20].
Previous studies suggest that Communal words and Grindstone
words are used more often in letters written for female applicants
while Agentic words, Ability words and Standout words are used
more often in recommendation letters written for male candidates.
Based on these prior findings, we collectively refer to Communal
and Grindstone words as female-associated words and Agentic, Abil-
ity and Standout words as male-associated words. Table 1 shows
sample words in each category of our final dictionary.

Table 1: Sample words in each category in our dictionary.
Grindstone Ability Standout Agentic Communal
Dedicated Adept Amazing Ambitious Caring
Hardworking Capable Exceptional Confident Helpful
Organized Talented Superb Independent Warm

Recommendation Letters for Ph.D. Applicants. To select stimuli
for pilot studies, we analyzed a set of recommendation letters for
applicants applying for the Ph.D. program in Computer Science at
the authors’ university. There were 422 letters of recommendation
written on behalf of 147 applicants (70% male). For each letter, all
words were compared to our dictionary to obtain word counts per
category, which informed selection of letters that had comparable
word count and ratios of female- and male-associated language.

Recommendation Letters for University Applicants. Because the
pool of qualified reviewers for Computer Science Ph.D. applications
is relatively small, we conducted subsequent studies with ChatGPT-
generated letters for college admissions [1]. We generated two letters
each for female and male applicants using the following prompt:

“Pretend you are a high school teacher writing a moderately strong
recommendation letter for a student who is applying to college. The
letter is for a female/male student described as A, B, and C” where
A, B, and C are words in our dictionary (two female-, one male-
associated word for the letters written for female applicants, and vice
versa for male applicants). Details for the words we used and the
letters are included in the supplemental materials. Multiple letters
were generated and all the authors read them to select stimuli that
were sufficiently different yet comparable quality.

Customized Implicit Association Test (IAT). We created a cus-
tomized IAT [15] to see if participants have an automatic gender-
association for the words in our dictionary. Specifically, we asked
participants to categorize names (e.g., Ben, Paul, Rebecca, Michelle;
derived from the Gender-Career test from Project Implicit [3]) as
Male or Female, and to categorize words from our dictionary (e.g.,
Leadership, Skillful, Pleasant, Warm) as Ability or Personality, re-
spectively.

4 PILOT STUDIES

We conducted several pilots to inform the design of the experiment
described in Section 5. All materials, pilot study data, and main
experiment data and analyses are in supplemental materials1. All
pilot studies followed a similar procedure where participants read
assigned recommendation letters, rated the competitiveness of each
applicant based on a 7-point Likert scale (1 = Extremely uncompeti-
tive, 7 = Extremely competitive), and their confidence (0-100) in the
rating.

Refining the Dictionary. We conducted two preliminary studies (N
= 51 and N = 80, respectively) to inform the final dictionary of more
commonly female- v. male-associated language. We selected recom-
mendation letters written for Ph.D. applicants (see Section 3) that
varied in language use (more female-associated (LF ) or more male-
associated (LM)) and other properties such as letter quality (Strong
or Weak) and whether the letter mentioned the research publication.
The selected letters were anonymized with sensitive information
redacted. Additionally, gendered pronouns (he/him, she/her, etc.)
were replaced with gender-neutral pronounces (they/them). In Pilot
1, participants listed words or phrases that informed their inference
of gender and judgment of competitiveness in a text entry box, while
in Pilot 2, participants highlighted words directly in the letter.

Our results showed that while participants struggled to accurately
guess the gender of the applicant based on language alone (average
accuracy and confidence 0.47 and 55.80, respectively in Pilot 1; and
0.54 and 53.93 in Pilot 2), the specific language that led to individu-
als’ inferences for female applicants consistently aligned with our
dictionary including cooperative, collaborative, hardworking, polite,
and dedicated. Participants had mixed gender perception of some of
the male-associated language in our dictionary, including excellent,
intellectual, and skill, so we removed these ambiguities from our
dictionary. Participants also consistently mentioned words that were
not in our dictionary as indicators for male applicants (initiative and
leadership) and female applicants (enthusiasm and pleasure), which
we then added to our dictionary.

Testing Interventions & Determining Sample Size. In Pilot 2 (N
= 80), we selected two strong and two weak letters with primar-
ily female-associated language to test interventions that included
highlighting the gender-associated words in the letter, displaying the
total count of female- and male-associated words, and visualizing
the counts in a bar chart.

Counter to our hypotheses, our results suggested that the inter-
ventions could lead to a negative impact on participants’ ratings of
the applicants (in some cases, the intervention group rated applicants
lower than control). This led us to evaluate two additional interven-
tions in Pilot 3 (N = 80) where (i) only female-associated language
was highlighted and (ii) only competitive-associated language was
highlighted. Competitive-associated language consists of all male-
associated words in our dictionary and additional words that were
mentioned as indicators of competitiveness by participants from
Pilots 1 and 2 (e.g., enthusiasm, devotion). For all interventions,
we only kept word highlighting, since word count and bar chart
did not lead to any significant difference in ratings. In Pilot 3, we
ran all three interventions (highlighting female-associated language,

1https://github.com/CAV-Lab/Bias-in-LOR
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male- and female-associated language, and competitive-associated
language ) alongside a control using university admissions letters
generated by ChatGPT as described in Section 3 to determine a
sample size of N = 560 would be required in the main experiment
(based on power analysis with β = 0.05, α = 0.8).

5 EXPERIMENT DESIGN

In this pre-registered2 experiment, we test four visual salience modes
(VC, VX , VY , VZ ; see Stimuli section) to explore the following hy-
potheses: (H1) Letters containing more female-associated words
will be rated lower than those containing more male-associated
words; (H2) For letters containing more female-associated words,
VX will lead to the lowest competitiveness ratings, followed by VC,
VY , then VZ ; and (H3) Participants with at least moderately positive
IAT score (≥ 0.35) will rate letters with more female-associated
words lower than those with more male-associated words.

Participants. We recruited 560 participants on Prolific who are
fluent in English and possess a bachelor’s degree or higher.

Stimuli. We generated four recommendation letters as described
in Section 3. Each letter can be shown in four different visual
presentation modes (V ) as shown in Figure 1: (1) plain text (VC),
(2) highlight female-associated language (VX ), (3) highlight both
female- and male-associated language (VY ), and (4) highlight com-
petitive language (VZ). For VY , we provide participants context
about gendered language and inform them that “we highlighted
more commonly female-associated words and more commonly male-
associated words”, while for VX and VZ , we informed the partici-
pants that “we highlighted some salient words.”

Conditions. Each participant was randomly assigned to one of eight
between-subjects conditions based on language in the letter ∈ {more
female-associated (LF ) & more male-associated (LM)} x visual pre-
sentation modes ∈ {VC, VX , VY , VZ}. Each participant completed
two trials by rating two unique recommendation letters that used
similarly gendered language (either both female-associated language
LF or both male-associated language LM , order counterbalanced).
The first letter was always shown as plain text (VC) and the second
with one of the four visual presentation modes to facilitate a within-
subjects comparison of the intervention effect. Figure 1 summarizes
the conditions in the study.

Figure 1: The conditions of the experiment.

Procedure. Participants accessed the experiment through a Qualtrics
survey. Participants provided informed consent, answered demo-
graphic questions, then read two unique letters and rated the compet-
itiveness of each applicant on a 7-point Likert scale (1 = Extremely
uncompetitive, 7 = Extremely competitive) and their confidence
(0-100) in the rating. For letters displayed with an intervention,
participants were also asked to answer questions about whether and
how the word highlighting influenced their rating of the applicant.
Participants finished the study with a customized implicit association
test (see Section 3).

2https://aspredicted.org/blind.php?x=H7Z_KNF

6 RESULTS

We interpreted Likert responses on competitiveness rating as interval
data [26] and performed parametric analysis to assess hypotheses.

Letter Language. Figure 2a shows the overall ratings for each of
the letters from trial 1 (shown in plain text). We observe that letters
(1 and 2) with more female-associated language were rated lower
than letters (3 and 4) with more male-associated language, which
aligns with H1.

Interventions. Figure 2b shows the overall ratings for each letter
from trial 2 grouped by intervention. We found that for the letters (1
and 2) with more female-associated language, VX led to the lowest
ratings (on average 5.21 and 5.09, respectively), while VY and VZ
led to higher ratings which partially aligns with H2, except that VY
led to the highest ratings instead of VZ . For the letters (3 and 4)
with more male-associated language, we also observed that VX led
to the lowest ratings. Different from the letters (1 and 2) with more
female-associated language, VY and VZ did not lead to higher ratings
compared with the control group.

Statistical Analysis of H1 and H2. To validate the significance
of the observed trends, we used a mixed-effects linear model to
predict the competitiveness rating with language of the letter and
intervention as fixed effects and participants as random intercepts.
Dummy variables were created for each of the categorical predictors
and female language (LF ) and control (VC) were set as the reference
levels. The results are summarized in Table 2. We observe that
intervention VX and language (LM) are significant predictors while
intervention VY and VZ have no significant effects. The positive cor-
relation between male language and competitiveness rating (0.329)
supports H1. The negative correlation between intervention VX
and competitiveness rating (-0.239), and the positive correlation be-
tween intervention VZ and competitiveness rating (0.134) partially
supports H2.

Table 2: Mixed-effect linear model results using the language of the
letter and the intervention as predictors.

Coefficient Std. Error t-value p-value
VX -0.239 0.075 -3.205 0.001 **
VY -0.003 0.075 -0.039 0.969
VZ 0.134 0.074 1.805 0.072
LM 0.329 0.079 4.161 3.67e-05 ***

IAT Score. This study employed the improved scoring algorithm
for the Implicit Association Test (IAT) developed by Greenwald et
al. [16] to determine the implicit gender biases of each participant.
Scores range from -2 to 2, where a higher IAT score indicates a
stronger inclination to perceive females as more personality-oriented.
The results of the study showed that participants had an average IAT
score of 0.240 (SD=0.394), indicating a slight implicit association
for females with personality and males with ability. This was derived
from a total of 553 participants (5 were excluded from this analysis
due to rapid responses and 2 due to an inadequate number of trials).

We compared this score to the ratings from trial 1 (without inter-
vention) to understand the relationship between implicit associations
and the resulting perceived competitiveness of applicants. Figure 2c
shows IAT score plotted against ∆rating = prating − µrating, where
prating is the rating from a participant p, and µrating is the aver-
age rating for that letter by all participants. Regression lines were
fitted separately to the letters containing more female-associated
language and more male-associated language. The regression lines
exhibited opposing directions, with LF declining and LM slightly
increasing, signifying that a higher IAT score (greater association
of females with personality) negatively impacts letters containing
female-associated language.

https://aspredicted.org/blind.php?x=H7Z_KNF
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Figure 2: (a). Overall ratings per letter in trial 1 with bootstrapped 95% confidence intervals. (b). Overall ratings in trial 2 per intervention with
bootstrapped 95% confidence intervals. (c). IAT score analyzed against the distance of participants’ ratings from the mean. Points are colored
based on whether the participant rated female- or male-language letters.

To understand the statistical magnitude of the trend, we conducted
a linear regression analysis on two groups of participants: IAT
< 0.35 and IAT ≥ 0.35. We utilized language (LF = 0, LM = 1)
and IAT score as regressors for competitiveness rating. In both
cases, language was a significant predictor of rating (low IAT group:
Coe f . = 0.252, p = 0.029; high IAT group: Coe f . = 0.404, p <
0.01). The greater coefficient in the high IAT group suggests that
participants with stronger implicit associations were more likely to
rate letters with female-associated words lower. Overall, our results
support H3.

Confidence in Ratings. We used a mixed-effects linear model to
predict the confidence in competitiveness rating with the intervention
as a fixed effect and participants as random intercepts. We observe
that intervention VZ has a positive correlation with the confidence
(Coe f .= 2.107, p = 0.024), meaning participants were more confi-
dent in their ratings when competitive words were highlighted. This
is consistent with qualitative feedback that we discuss next.

Feedback on Interventions. We asked participants to indicate
how the visual highlighting influenced their ratings of applicant
competitiveness on a 7-point scale (-3: Much lower, 0: About the
same, 3: Much higher). More than half of the participants (63%)
indicated that the highlighting had no influence on their ratings.
Among the participants who indicated non-zero influence of the
intervention, all interventions showed a slightly positive impact on
the ratings (VX : µ = 0.60 (N = 62); VY : µ = 0.69 (N = 38); VZ :
µ=1.06 (N = 61)), with VZ showing the strongest influence.

Participants also provided qualitative feedback on how the visual
highlighting influenced their ratings in a free-text question. We
summarize some salient observations. For many participants, high-
lighting words “brought attention to the key words that indicated the
candidate strengths” and influenced higher ratings or made some

“a bit more confident in [their] rating of “competitive,” as the high-
lighted words did seem to emphasize the candidate’s competence
quite a bit.” Other participants found the opposite to be true – in
particular, the highlighted words made some “realize that there were
not any specific examples attached to the salient words” leading
to skepticism or in some cases “distracted from the letter because
[their] attention was pulled to the highlighted words.” Apart from
the effects on participants’ ratings, we also observed some feedback
to support increased awareness of implicit biases, “It made me think
about how I was perceiving the candidate/visualizing what they
might look and act like on a day to day basis. It made me think more
critically about the bias I attach to specific words.” However, this
awareness was not salient enough to mitigate biases in many cases,
e.g., “They seemed more male and possibly more competitive.”

7 DISCUSSION & CONCLUSION

Reading Between the Lines. Our qualitative analysis of pilot data
illuminated additional nuance to the way people perceive language.
Words that seem positive on the surface, e.g., "inspiring, impor-
tant, impressive", were occasionally perceived as underwhelming

to describe competitive candidates. One participant indicated that
the phrase "extremely impressed at the candidate’s intellect" was a
strong indicator that the applicant was female, because it implied
surprise, and the letter writer would only be surprised at the intellect
if the applicant were female. These nuances highlight the difficulty
to find universally effective mitigation strategies.

Implicit Association and Biased Outcomes. While IAT has been
employed in various domains, its credibility remains a subject of
debate, namely in whether implicit associations are meaningfully
related to discriminatory behaviors. By reassessing the results of Mc-
Connell and Leibold [21, 35], Blanton et al. indicated that race only
marginally influenced prediction errors and the IAT was incapable
of predicting individual-level actions [6]. Given the uncertainty sur-
rounding the method, additional studies are required to understand
if there are meaningful correlations between implicit associations
and biased outcomes.

Limitations. We note at least three primary limitations of our study.
First, to maintain the independence of participants’ evaluations and
minimize the potential influence of confounding factors (e.g., an-
choring [13], contrast effect [17]), we chose not to allow participants
to go back and revise their ratings. However, this approach devi-
ates from most real-world application review scenarios, wherein
decision-makers typically review multiple applicants and may revisit
ratings after calibrating their judgments. Second, our analysis of
H1 pre-supposes that the four recommendation letters are equal in
quality. While we generated them to be as comparable as possible,
there are many nuances in the language of letters that make it diffi-
cult to produce truly equivalent letters. For instance, one participant
noted “the letter-writer repeated some of the same words over and
over again. I feel like if the candidate was very competitive, or truly
exceptional, the letter writer would have found some more creative
or descriptive terms to describe them” – when highlighted, this
repetition can become more apparent and may lead to unintended
unequal perceptions of candidate competitiveness. Third, our study
focused on binary male and female language differences. This sug-
gests critical next steps to explore language and intervention in the
context of gender as a fluid rather than binary construct.

Conclusion. We reported results of a crowdsourced experiment with
560 participants on the effects of visual highlighting interventions for
mitigating gender bias in recommendation letters. We found that let-
ters containing more female-associated language were rated as less
competitive than letters containing more male-associated language,
and that perceived competitiveness of an applicant was correlated
with the rater’s implicit gender associations [15]. Finally, we found
that interventions that visually highlight female-associated language
led to lower competitiveness ratings, compared to control condition
and interventions that highlight male-associated language, although
most participants did not perceive that the interventions had any ef-
fect. Our findings suggest a compelling possibility for visualizations
to address implicit gender biases.
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